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ABSTRACT

Accurate and consistent evaluation is crucial for decision-making across numerous fields, yet it remains a
challenging task due to inherent subjectivity, variability, and scale. Large Language Models (LLMs) have
achieved remarkable success across diverse domains, leading to the emergence of "LLM-as-a-Judge,” where
LLMs are employed as evaluators for complex tasks. With their ability to process diverse data types and
provide scalable, cost-effective, and consistent assessments, LLMs present a compelling alternative to traditional
expert-driven evaluations. However, ensuring the reliability of LLM-as-a-Judge systems remains a significant
challenge that requires careful design and standardization. This paper provides a comprehensive survey of
LLM-as-a-Judge, addressing the core question: How can reliable LLM-as-a-Judge systems be built? We explore
strategies to enhance reliability, including improving consistency, mitigating biases, and adapting to diverse
assessment scenarios. Additionally, we propose methodologies for evaluating the reliability of LLM-as-a-Judge
systems, supported by a novel benchmark designed for this purpose. To advance the development and real-
world deployment of LLM-as-a-Judge systems, we also discussed practical applications, challenges, and future
directions. This survey serves as a foundational reference for researchers and practitioners in this rapidly
evolving field. The associated resources can be accessed at https://github.com/IDEA-Fin AT/LLM-as-a- Judge.

1 INTRODUCTION

Judgment is the faculty of thinking the particular as contained under the universal. It
involves the capacity to subsume under rules, that is, to distinguish whether something
falls under a given rule.

—— Kant, Critique of Judgment [43), Introduction IV, 5:179; Critique of Pure Reason [42], A132/B171.

Recently, Large Language Models (LLMs) have achieved remarkable success across numerous do-
mains, ranging from technical fields to the humanities and social sciences. Building on their success,
the concept of using LLMs as evaluators—commonly referred to as "LLM-as-a-Judge" [160]—has
gained significant attention, where LLMs are tasked with determining whether something falls
within the scope of a given rule [42, 43]. This growing interest stems from LLMs’ ability to mimic
human-like reasoning and thinking processes, enabling them to take on roles traditionally reserved
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1 What is LLM-as-a-Judge
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LLM-as-a-Judge refers to the use of LLMs to evaluate objects, actions, or decisions based on
predefined rules criteria, or preferences. It encompasses a broad spectrum of roles,
including Graders, Evaluators/Assessors, Critics, Verifiers, Examiners, Reward/Ranking
Models, etc.



1 What is LLM-as-a-Judge

S ‘_PLLM (xéBC)

e &: The final evaluation obtained from the whole LLM-as-a-Judge process in the expected
manner. It could be a score, a choice, a label or a sentence, etc.

e P r r m: The probability function defined by the corresponding LLM, and the generation is
an auto-regressive process.

e x: The input data in any available types (text, image, video), which waiting to be evaluated.

e C: The context for the input x, which is often prompt template or combined with history
information in dialogue.

e ®: The combination operator combines the input x with the context C, and this operation
can vary depending on the context, such as being placed at the beginning, middle, or end.

The formulation of LLM-as-a-Judge reflects that LLM is a type of auto-regressive generative model, which

generates subsequent content based on the context and then obtains target evaluation from it.

Gu, Jiawei, et al. "A Survey on LLM-as-a-Judge." arXiv preprint arXiv:2411.15594 (2024).
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2 How to use LLM-as-a-Judge
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2.1 In-Context Learning
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2.1.1 Generating scores

Evaluate the quality of summaries written for a news article. Rate each summary on
four dimensions: {Dimension_1}, {Dimension_2}, {Dimension_3}, and {Dimension_4}. You
should rate on a scale from 1 (worst) to 5 (best).

Article: {Article}
Summary: {Summary}

GPT-4V 0.81 }

[ ePT-av scorer
High-Level Metrics

0.4 LLaVA Critic
G-Eval * ' raining Data
@ 0 5 113k

\ ]
GPT-4V 0.90 } Weighted Summed Score: 2.59

: LM as an =
ChartMimic Examiner G-Eval JudgeLM LLaV A-Critic
0-1 1-3,1-5 1-5 1-10 0-100
Continuou Likert Likert Continuous

S 13



2.1.1 Generating scores

B.4 Likert Scale Scoring

You are a fair assessment expert, and you will be given a set of question-answer
pairs. Your task is to score the answers according to the following requirements:
a. You should score the answer based on your knowledge of the corresponding

question. You can assume your own answer to the corresponding question is the
ground truth for the question.

b. You should rate the answer on 5 metrics, for the first 4 metrics, assign a score
between 1 and 3, with 3 being the highest:

1. For accuracy, you will score whether the answer correctly answers the question. LM as' an
2. For coherence, you will assess the structure and logic of the answer, and whether Examiner
the answer is understandable by non-professionals.

3. For factuality, you will only evaluate whether the answer contains factual errors. 1-3,1-5
4. For comprehensive, you will determine if the answer covers multiple aspects of .

the question and provides a comprehensive response. For simple questions (when, Likert

which, where, etc), the plain answer itself suffices and should be rated 3.

5. Finally, you will provide an overall score between 1 and 5, with 5 being the
highest.

You should only give the score, Format like: coherence: 3
DO NOT complete the answer!
Question: {Question} Answer: {Response}

Bai, Yushi, et al. "Benchmarking foundation models with language-model-as-an-examiner." Advances in Neural Information Processing Systems 36 (2024).



2.1.2 Solving Yes/No question

Article: {Article}
Sentence: {Sentence}

Is the sentence supported by the article? Answer "Yes" or "No".

Depth1 =~ _
P \J e

Information

part of 00(&\06

( Canberra ) capital of
Reasomng
Country Australia

territory

Australian Capital
Territory

Think-
on-
Graph

Yes/No

i € MATHVISTA

0/1

L e e e e e e e |

I Iterative Step- Wlse Reflection

‘ Problem You a.ccidenta.lly dropped your gold ring in a ga.p C
| between your wooden floorboards. At disposal: a magnet, a (
I | shoelace, a strip of duct ta.pe [...]. What’s the resolution?

S _I-Proposeasolution
I ' Initial Solution: ‘

‘ Step 1: Attach the magnet to the strip of the duct tape. ‘
I ' Step 2: Attach the other end of the duct tape to shoelace. }

Step 4: Once the magnet is in contact with the gold ring, I|ft |

I the shoelace up to retrieve the ring. > N § N
T S e e e :’13-§
| Verification: i3

=<

| Step 1: 4. Step 2: ‘
\

|Step 4: XNot feasible. Gold is diamagnetic and not |

‘ attracted to magnets. |

FM:dlﬁed Solutlon ‘
| Step 1: Chew the gum until it is sticky. ]
| | Step 2: Attach the gum to the end of shoe... \

-3- Modify the slution

...... \
I I i Step 4: Once the gum is in contact with the gold |
[ rmg lift the shoelace... \

MacGyver

"Modification
needed.” /
"No modification

needed."

B
I
I
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2.1.2 Solving Yes/No question

I ——————————————————— -
T :
Depth1 =~ _ o .

Ry SN Enough Think- |

I part of 00\-. e Information On_
I ( canberra ] gapital of R I h :

| ooy (humemie) 00 Grap
E.4 ToG-R I territory I
Australia_n Capital) Yes N o I
E.4.1 REASONING :_ _C_ —— ) | " /_ |

Please answer the question using Topic Entity, Relations Chains and their Candidate Entities that
contribute to the question, you are asked to answer whether it’s sufficient for you to answer the
question with these triples and your knowledge (Yes or No).

In-Context Few—-shot

Q: {Query}
Topic Entity, with relations chains, and their candidate entities: { Explored Relation Chains }
A:

Sun, Jiashuo, et al. "Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph." arXiv preprint arXiv:2307.07697 (2023).
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2.1.3 Conducting pairwise comparisons

Given a new article, which summary is better? Answer "Summary 0" or "Summary 1".
You do not need to explain the reason.

Article: {Article}
Summary 0: {Summary_0}
Summary 1: {Summary_1}

_____________ 1 .
( ﬁg Scoring ﬁx’a Pair & Batch I Two o ptlons
evaluation comparison ranking
N = | )
s || Bonmer | | RS I Three options:
Seoe As for the ® The answe(r:i:su. . .
dudgement: 4| | MRS || ARERDY [ win, tie, lose
Judgement: B
como [
I | Four options:
Judge (@] Humap
MLM e ey . S I win, both good tie, both bad tie, lose
@. I .
| Batch Ranking
MLLM Arena |
_____________ J

17



2.1.3 Conducting pairwise comparisons

[System]

Please act as an impartial judge and evaluate the quality of the responses provided by two
AI assistants to the user question displayed below. You should choose the assistant that
follows the user’s instructions and answers the user’s question better. Your evaluation
should consider factors such as the helpfulness, relevance, accuracy, depth, creativity,
and level of detail of their responses. Begin your evaluation by comparing the two
responses and provide a short explanation. Avoid any position biases and ensure that the
order in which the responses were presented does not influence your decision. Do not allow
the length of the responses to influence your evaluation. Do not favor certain names of
the assistants. Be as objective as possible. After providing your explanation, output your
final verdict by strictly following this format: "[[A]]" if assistant A is better, "[[B]]"
if assistant B is better, and "[[C]]" for a tie.

[User Question]
{question}

[The Start of Assistant A’s Answer]
{answer_a}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{answer_b}
[The End of Assistant B’s Answer]

Zheng, Lianmin, et al. "Judging lim-as-a-judge with mt-bench and chatbot arena."” Advances in Neural Information Processing Systems 36 (2023): 46595-46623.

18



2.1.4 Making multiple-choice selections.

You are given a summary and some semantic content units. For each semantic unit,
choose those can be inferred from the summary, return their number.

Summary: {Summaryy}
Semantic content units:
1. {SCU_1}

2. {SCU_2}




2.2 Model Selection
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2.2 Model Selection
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2.3 Post-Processing

Inputs
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2.3.1 Extracting specific tokens

Special Tokens

The score is 4.
Response 1 is better.
Options 1, 3, 4,and 6
contain errors.

It is common to apply a rule-match to extract the
corresponding token from the response generated
during probability distribution iteration.

Variability in phrasing can complicate consistent
parsing. This is particularly true when the evaluator
model lacks sufficient instruction-following ability.
For exmaple:

"Response 1 is better” vs "The better one is response 1”
“Five” vs “5”

* (lear instructions

» few-shot strategies
* Model with strong instruction-following ability

23



2.3.2 Normalizing the output logits

(d) Ours: Speculative Retrieval-Augmented Generation (Speculative RAG)

_ -»"- """"" ' End generation or Continue querying
<=1 Understand documents ]_/_;‘ A_ i ( :_--: _' _'__ _J Generalist LM for other tasks
in parallel with the RAG Drafter <
‘.\* ﬁi Evaluate drafts by Generalist
1 ! LM & Accept the best draft
. | & Q)+ @@ —~{)E) , |
i No need to instruction- i , i A = argmax Score(di | Q,pfi)
| tune the Generalist LM ' @ ~ Q|+ ! @ @ ?_" 5 ai ’ |
) Specialist :
T~ : ! g=0=
? RAG Drafter + —lasl| B=o=
:CP Q ] ‘ @ @ ‘ ©E@| Evaluate each answer draft based
——) When Generalist LM Efficiently generate drafts @ and rationale f§ on the question and the rationale in
encounters knowledge- Understand multiple perspectives of the docs parallel using Generalist LM and Accept
intensive queries? (Docs of the same color are from the same topic cluster) the Best Draft.
Logits “Do you think the rationale supports the answer, yes or no?”

Self-reflection score = conditional probability of
the positive answer ("Yes") to the self-reflection

: : statement.
[ ], cyeer Pt 120

Probability =

Wang, Zilong, et al. "Speculative rag: Enhancing retrieval augmented generation through drafting.” arXiv preprint arXiv:2407.08223 (2024).



2.3.3 Selecting sentences

Selected sentences

sub-question: How many
pages did Julie read
today?

.

N
N -
.|ﬂﬂ State 5,03~ __ ||
AAL - mw'
,ﬁf?, Reward 7, g

Language Model

1€ wants 10 read nait o e remaining

ow. How many pages should she read? )

{}
Q1: How many pages did Q1: How many pages
Julie read today? has she read?
(r=0.7)
Q1: How ...Today? Q1: How ... read?
A1: 24 A1: 30

\

Q2: How many pages has Julie
read till now?

(r=0.8)

Q17N
Q2: How ...now?
A2: 36

|
Q1: How... today?
A1:24

Qr: How ... tomorrow?
AT: 42

(Answer: 42)

Hao, Shibo, et al. "Reasoning with language model is planning with world model." arXiv preprint arXiv:2305.14992 (2023).
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2.4 Evaluation Pipeline
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2.4 Evaluation Pipeline
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2.4 Evaluation Pipeline

for Models \

LLM-as-a-Judge

for Reasoning/Thinking
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2.4 Evaluation Pipeline

Align by ranking Language models align with human
" SFT from best preferences via supervised fine-tuning

t and RLHEF, though PPO's complexity
drives interest in simpler methods.

R e e Using LLM-as-a-Judge, like ChatGPT,
1 RRHF provides a straightforward
Query Human alternative for evaluation and

R alignment.

29
Yuan, Zheng, et al. "Rrhf: Rank responses to align language models with human feedback without tears." arXiv preprint arXiv:2304.05302 (2023).



2.4 Evaluation Pipeline

for Models \

for Models

LLM-as-a-Judge

for Reasoning/Thinking

30



2.4 Evaluation Pipeline

INPUTS

-

Planning

-

Locate

Search

Retrieve

Read

\

for Agents

Agent

> Self-reflection LM

v

LLM-as-a-Judge

/

LLM-as-a-Judge can be applied in two ways for agents: evaluating the entire process or assessing

!

OUTPUTS

Experience

Evaluator

Trajectory Actor LM

Environment

specific stages within the framework. As the agent's brain, LLMs can evaluate like humans, reducing

human involvement and balancing thoroughness with effort. Additionally, agents can interact with

environments via language and use LLM feedback to guide their actions.

Shinn, Noah, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024).
Zhuge, Mingchen, et al. "Agent-as-a-judge: Evaluate agents with agents." arXiv preprint arXiv:2410.10934 (2024).
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2.4 Evaluation Pipeline

pass@1 accuracy

o1 AIME accuracy o1 AIME accuracy
during training at testtime
100 - 100 A
80 80 -
d >
®
60 1 s ° = 60 ~ °
O 3]
) L] %
,é’ [}
L ]
40 A @ 40 A
© [
[ ] o
[ ]
20 20
train-time compute (log scale) test-time compute (log scale)

LLM-as-a-Judge & Test time compute scaling
(More Reasoning/Thinking)
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2.4 Evaluation Pipeline

LLM-as-a-Judge & Test time compute scaling
(More Reasoning/Thinking)

Reasoning, central to tasks like decision-making and problem-solving, often relies on judgments
for logical coherence and clarity.

LLM-as-a-Judge enhances reasoning in two ways: during training, it acts as a reward model in
reinforcement learning, helping create high-quality reasoning datasets through verification,
preference optimization, and self-refinement; during testing, it evaluates and selects the best
reasoning paths, such as in "Best-of-N" scenarios. This dual role is essential for improving
reasoning systems.

33



2.4 Evaluation Pipeline

Best-of-N Beam Search Lookahead Search
_______ I
| Generate N fun solutions,
solacting the best one withthe |
Question | v | Question
1 I Propagate
-~ — PRM value
back to
ksteps stop
(<1 =~
I I oY
- I
r I B T (e (s A I I S I
| 1 Continue Search from
~ the top-N options
r O U VU O LA R AR R R R R
1 I
- - ~ ~ ~ ~
< (5 15 <
Select the best final answer using the verifier Select the best final answer using the verifier T e s e s e E e e s s seaaE s e E e
Key: r - _I
| 1= Apply Verifier = Full Solution = Intermediate solution step = Selected by verifier = Rejected by verifier
- ——

Every node needs a judge.

When the number of judges is sufficient, the thinking process will be more effective.

Snell, Charlie, et al. "Scaling llm test-time compute optimally can be more effective than scaling model parameters.” arXiv preprint arXiv:2408.03314 (2024).
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2.4 Evaluation Pipeline

Model Method Reward Model N=1 N=2 N=4 N= N=16
Majority Voting — — 37.25 36.25 38.25
BoN GPT-4o (Self) 35.50 35.75 36.75 -
GPT-4o BoN Gemini Flash Thinking 36.00 40.75 36.25 36.5 —
Tournament Gemini Flash Thinking 40.75 39.25 41.25 35.25
Pass@N — 45.00 53.25 65.75 74.00
Majority Voting — - 37.75 39.25 39.75
BoN Gemini Flash (Self) 38.25 36.50 36.00 -
Gemini 2.0 Flash BoN Gemini Flash Thinking 36.25 36.75 37.00 40.25 -
Tournament Gemini Flash Thinking 36.75 37.25 40.75 38.75
Pass@N — 45.25 56.25 64.50 75.00
Majority Voting — - 48.00 49.00 50.75
Gemini 2.0 Flash Thinking Tournament Gemini Flash Thinking (Self) 43.50 45.50 47.25 47.25 48.00
Pass@N - 53.75 64.50 71.50 81.50
ol - — 45.75 - — — —

Testing the scaling with LLM-as-a-Judge is effective.
Training with reinforcement signals from LLM-as-a-Judge can reach higher levels of reasoning.

9 01&03

Hao, Yunzhuo, etal. "Can MLLMs Reason in Multimodality? EMMA: An Enhanced MultiModal ReAsoning Benchmark." arXiv preprint arXiv:2501.05444 (2025).



3 How to improve a reliable LLM-as-a-Judge?
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3 How to improve a reliable LLM-as-a-Judge?

& <—p_£LM (XEBC)

Few-shot prompting: FActScore [79] / SALAD-Bench [59] / GPTScore [23]]

Evaluation steps decomposition: G-Eval [70] / DHP [132] / SocREval [33] / BSM [95]]

(Optimizing LLMs’
Understanding of
| Evaluation Tasks

Ewvaluation criteria decomposition: HD-Eval [71] / Hu and Gao et al. [34])

Design Strategy of
Evaluation Prompts
(Sec. 3.1)

Improvement
Strategy

Improvement Strategy
of LLMs’ Abilities
(Sec. 3.2)

Optimization Strategy
of Final Results
(Sec. 3.3)

Shuffling contents: Wang et al. [125] / Auto-J [57] / JudgeLM [167] / PandaLM [131]]

Conversion of evaluation tasks: Liu et al. [72])

Optimizing LLMs' Constraining outputs in structured formats: G-Eval [70] / DHP [132] / LLM-EVAL [64]]

Output Forms
\

Providing evaluations with explanations: CLAIR [8] / FLEUR [54]]

(Fine-tuning via Meta
Evaluation Datasets

J—(PandaLM [131] / SALAD-Bench [59] / OffsetBias [87] / JudgeLM [167] / CritiqueLLM [44])

(‘Tterative Optimizatio
kBased on Feedbacks

rj——{INSTRUCTSCORE [139] / JADE [153] )

e o sl Summarize by multiple rounds: Sottana et al. [106] / PsychoBench [37] / Auto-] [57])

\Evaluation Results

Vote by multiple LLMs: CPAD [67] / Bai et al. [4]]

Score smoothing: FLEUR [54] / G-Eval [70] / DHP [132])

(Direct Optimization of
| LLMs’ Outputs

Self validation: TrueTeacher [28] )
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3 How to improve a reliable LLM-as-a-Judge?

Evaluation Prompts

Design Strategy of
(Sec. 3.1)

1. IBRRIIEMR
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3 How to improve a reliable LLM-as-a-Judge?

of LLMs’ Abilities

Improvement Strategy
(Sec. 3.2)

2. IRALLMEEDRIBOHRES
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3 How to improve a reliable LLM-as-a-Judge?

of Final Results

Optimization Strategy
(Sec. 3.3)

3. IRALLMEEDRIBSUH RS
D) BEZRIHER
ZRIVHES. NE—AB SR EHEE
ZEBTEES AZANLUMEM I ERE—RABRHBEER
2 TALBENL
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3 How to improve a reliable LLM-as-a-Judge?

. . Prompt-Design
Itfarétlwla Multi-Turns Loading of LLMs
Optimization Structured Shuffling
for Evaluator Multi-LLMs Query LLMs Output Contents
Extraction of . "
Score Smooth Results ILSMI Task/Criteria
Scheduling of Explanation | Decomposition
Self-validation Decomposed Tasks
. ) Evaluation Dimension
Benchmark Release Year Size Annotation Format

Agreement Position Bias Length Bias Bias Types

MTBench [162] 2023 80 Pairwise v v v 3
Chatbot Arena [162] 2023 30k Pairwise v v v 3
FairEval [126] 2023 80 Pairwise v v X 1
Pandal.M [131] 2023 - Pairwise v v X 0
LLMEval? [156] 2023 2553 Pairwise v X X 0
Shepherd [128] 2023 1317 Score v X X 0
EvalBiasBench [87] 2023 80 Pairwise v v v 6
CALM [142] 2024 4356  Pairwise & Score X v v 12
JudgeBench [113] 2024 - Pairwise v X X 0
MLLM-as-a-Judge [9] 2024 30k  Pairwise & Score v X X 0
CodeJudge [159] 2024 1860 Score v X X 0
KUDGE [103] 2024 3324  Pairwise & Score v X X 0

Table 1. Benchmark for meta-evaluation of LLM-judge.



3 How to improve a reliable LLM-as-a-Judge?

Alignment Biases

LLMs with Position Length Concre-  Empty Co‘ntent‘ Neste«':l Familiar

Human teness Reference Continuation Instruction Knowledge

(n=5106) (n=2633) (n=34) (n=28) (n=26) (n=24) (n=24) (n=24)
GPT-4-turbo 61.56 80.49 91.18 89.29 65.38 95.83 70.83 100.0
GPT-3.5-turbo 54.72 68.78 20.59 64.29 23.08 91.67 58.33 54.17
Qwen2.5-7B-Instruct 56.54 63.50 64.71 71.43 69.23 91.67 45.83 83.33
LLaMA3-8B-Instruct 50.72 38.85 20.59 57.14 65.38 75.00 45.83 54.17
Mistral-7B-Instruct-v0.3 55.42 59.78 26.47 67.86 53.85 66.67 37.50 41.67
Mixtral-8x7B-Instruct-v0.1 56.29 59.06 50.00 78.57 42.31 83.33 29.17 83.33
gemini-2.0-thinking 60.80 76.84 94.12 89.29 50.00 100.00 83.33 100.00
ol-mini 60.19 76.73 91.18 89.29 53.85 95.83 75.00 95.83

Table 2. The meta-evaluation results for different LLMs. All the values are percentages.

* LIMEAZER GPT-4EBFIHETRIAKM, TEREHQwen2 5-7BRILR H
© REEHERME: ZRURZEREE (w/ majority@5) 7% MEREAL MR ZE 7T H & A X
« BWERMIERESHRAERANLIM, IFMNERGNZEZ T ERE
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3 How to improve a reliable LLM-as-a-Judge?

drr s ¥ o
TEL (.

®

Flash Thinking

m—
V-

AVI -72B-Preview

Although reasoning capabilities are
considered foundational for effective
judgment, evaluations of reasoning-focused
LLMs like o1-mini and Gemini-thinking
revealed that they did not outperform in
aligning with human preferences.

Surprisingly, their performance was slightly
inferior to GPT-4, indicating that advanced
reasoning does not necessarily lead to better
judgment alignment.
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4 Why Is LLM-as-a-Judge important?

Machine Learning

Application / Finance

Law
Other specific domains

Ai4Sci
; Others

Reliability

\ Challenges / Robustness

\ Powerful Backbone Model

More Reliable LLM-as-a-Judge

LLM-as-a-Judge for Data Annotation

\ Future work MLLM-as-a-Judge

More LLM-as-a-Judge Benchmarks

LLM-as-a-Judge for LLM Optimization
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4 Why Is LLM-as-a-Judge important?

/The Development of Evaluation Method

-
-
: OPENAI F:]
9 01803 9

7 AlphaFold 2

a8 X SrTEMS
1 MYCIN 2 Back Prop 3 ImageNet

<0 AlphaG
.
£

1 ELIZA 2 DeepBlue 3 AlexNet
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4 Why Is LLM-as-a-Judge important?

8 GPT-4

AN

0%o0 %o
Scalable Flexible &’ O Reliable

Feedback

self-evolution

Capability

ENVIRONMENT Something

(usually compute, data, or model size)
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Quick Practice

o

How do humans
evaluate ?

What to evaluated ?

Any reliable evaluation
examples ?

/

Retest

Prompt Design

Scoring Dimension

Relative
comparison better

Example

1]

Model Selection
Large Scale Model

Strong Reasoning
Ability

Strong Instruction-
\ following ability /

Test with cases

Specification

\boxed{XX}

The score is: XX

Yes or No

| boredos
[ |
o _/
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Conclusion

LLM-as-a-Judge is an LLM-based evaluation framework that excels in scalability and
flexibility for tasks like scoring and rating, meeting the growing demand for efficient
evaluation systems across various fields. However, to fully realize its potential,
challenges related to reliability, such as consistency, bias mitigation, and contextual
adaptability, must be addressed.

Building a reliable LLM-as-a-Judge system requires careful design and optimization
at various stages, including dataset creation, model fine-tuning, and standardization
of evaluation metrics, to ensure outputs align with human standards and evaluation
needs.

As an important Al tool, LLM-as-a-Judge is expected to see widespread use in
academic research, industrial applications, and various societal roles in the future.
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2.4 Evaluation Pipeline

INPUTS

-

Planning

Y

Locate

Search

Retrieve

Read

~

for Agents

Agent

> Self-reflection LM

v

LLM-as-a-Judge

B

LLM-as-a-Judge can be applied in two ways for agents: evaluating the entire process or assessing

]

OUTPUTS

Experience

Evaluator

Trajectory Actor LM

Environment

specific stages within the framework. As the agent's brain, LLMs can evaluate like humans, reducing

human involvement and balancing thoroughness with effort. Additionally, agents can interact with

environments via language and use LLM feedback to guide their actions.

Shinn, Noabh, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024).
Zhuge, Mingchen, et al. "Agent-as-a-judge: Evaluate agents with agents." arXiv preprint arXiv:2410.10934 (2024).
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Thank You!

iE=iE (Jiawei Gu) RIHE (Chengjin Xu) FZFE&H (Saizhuo Wang)

Contactus: kuwius@gmail.com
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