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Background
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1 What is LLM-as-a-Judge

LLM-as-a-Judge refers to the use of LLMs to evaluate objects, actions, or decisions based on 
predefined rules criteria, or preferences. It encompasses a broad spectrum of roles, 
including Graders, Evaluators/Assessors, Critics, Verifiers, Examiners, Reward/Ranking 
Models, etc.
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1 What is LLM-as-a-Judge

The formulation of LLM-as-a-Judge reflects that LLM is a type of auto-regressive generative model, which

generates subsequent content based on the context and then obtains target evaluation from it.

10
Gu, Jiawei, et al. "A Survey on LLM-as-a-Judge." arXiv preprint arXiv:2411.15594 (2024).



2 How to use LLM-as-a-Judge
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2.1 In-Context Learning
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2.1.1 Generating scores
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2.1.1 Generating scores

1-3,1-5

Likert

14
Bai, Yushi, et al. "Benchmarking foundation models with language-model-as-an-examiner." Advances in Neural Information Processing Systems 36 (2024).



2.1.2 Solving Yes/No question

0/1

Yes/No

Think-
on-

Graph "Modification 

needed." / 

"No modification 

needed."

MacGyver

15



2.1.2 Solving Yes/No question
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Sun, Jiashuo, et al. "Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph." arXiv preprint arXiv:2307.07697 (2023).



2.1.3 Conducting pairwise comparisons

MLLM ArenaChatbot Arena
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2.1.3 Conducting pairwise comparisons

18
Zheng, Lianmin, et al. "Judging llm-as-a-judge with mt-bench and chatbot arena." Advances in Neural Information Processing Systems 36 (2023): 46595-46623.



2.1.4 Making multiple-choice selections.
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2.2 Model Selection
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2.2 Model Selection
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2.3 Post-Processing
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2.3.1 Extracting specific tokens

It is common to apply a rule-match to extract the 
corresponding token from the response generated 
during probability distribution iteration. 

Variability in phrasing can complicate consistent 
parsing. This is particularly true when the evaluator 
model lacks sufficient instruction-following ability. 
For exmaple:
"Response 1 is better" vs "The better one is response 1”
“Five” vs “5” 

• Clear instructions
• few-shot strategies
• Model with strong instruction-following ability
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2.3.2 Normalizing the output logits

Wang, Zilong, et al. "Speculative rag: Enhancing retrieval augmented generation through drafting." arXiv preprint arXiv:2407.08223 (2024).

“Do you think the rationale supports the answer, yes or no?”

Self-reflection score = conditional probability of 
the positive answer ("Yes") to the self-reflection 
statement.
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2.3.3 Selecting sentences

Hao, Shibo, et al. "Reasoning with language model is planning with world model." arXiv preprint arXiv:2305.14992 (2023).



2.4 Evaluation Pipeline
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2.4 Evaluation Pipeline
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2.4 Evaluation Pipeline
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2.4 Evaluation Pipeline
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Yuan, Zheng, et al. "Rrhf: Rank responses to align language models with human feedback without tears." arXiv preprint arXiv:2304.05302 (2023).

Language models align with human 
preferences via supervised fine-tuning 
and RLHF, though PPO's complexity 
drives interest in simpler methods. 
Using LLM-as-a-Judge, like ChatGPT, 
RRHF provides a straightforward 
alternative for evaluation and 
alignment.



2.4 Evaluation Pipeline

LLM-as-a-Judge

for Data

for Reasoning/Thinkingfor Agents

for Models

30

LLM-as-a-Judge

for Data

for Reasoning/Thinkingfor Agents

for Models



2.4 Evaluation Pipeline
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LLM-as-a-Judge can be applied in two ways for agents: evaluating the entire process or assessing 
specific stages within the framework. As the agent's brain, LLMs can evaluate like humans, reducing 
human involvement and balancing thoroughness with effort. Additionally, agents can interact with 
environments via language and use LLM feedback to guide their actions.

Shinn, Noah, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024). 
Zhuge, Mingchen, et al. "Agent-as-a-judge: Evaluate agents with agents." arXiv preprint arXiv:2410.10934 (2024).



2.4 Evaluation Pipeline
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LLM-as-a-Judge & Test time compute scaling

(More Reasoning/Thinking) 



2.4 Evaluation Pipeline
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Reasoning, central to tasks like decision-making and problem-solving, often relies on judgments 
for logical coherence and clarity. 

LLM-as-a-Judge enhances reasoning in two ways: during training, it acts as a reward model in 
reinforcement learning, helping create high-quality reasoning datasets through verification, 
preference optimization, and self-refinement; during testing, it evaluates and selects the best 
reasoning paths, such as in "Best-of-N" scenarios. This dual role is essential for improving 
reasoning systems.

LLM-as-a-Judge & Test time compute scaling

(More Reasoning/Thinking) 



2.4 Evaluation Pipeline
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Snell, Charlie, et al. "Scaling llm test-time compute optimally can be more effective than scaling model parameters." arXiv preprint arXiv:2408.03314 (2024).

Every node needs a judge. 
When the number of judges is sufficient, the thinking process will be more effective.



2.4 Evaluation Pipeline
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Testing the scaling with LLM-as-a-Judge is effective.
Training with reinforcement signals from LLM-as-a-Judge can reach higher levels of reasoning.

Hao, Yunzhuo, et al. "Can MLLMs Reason in Multimodality? EMMA: An Enhanced MultiModal ReAsoning Benchmark." arXiv preprint arXiv:2501.05444 (2025).

O1&O3



3 How to improve a reliable LLM-as-a-Judge?
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① 位置偏差
评估器倾向于偏好提示中特定位置的响应

② 长度偏差
评估器倾向于更冗长的响应

③ 自增强偏差
LLM评估器可能更偏好由自身生成的响应，尤其是在评估与自身生成的文本进行比较时。

④ 其他偏差
•多样性偏差：对特定群体（如性别、种族等）的偏见。
•具体性偏差：倾向于包含权威来源、复杂术语的具体性回答。
•情绪偏差：偏好带有特定情绪（如积极、悲伤、愤怒）的响应。



3 How to improve a reliable LLM-as-a-Judge?
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3 How to improve a reliable LLM-as-a-Judge?
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1. 提示工程优化
① 优化LLM对评估任务的理解

• 提供高质量的few-shot案例：需人工确认
• 分解评估步骤：G-Eval、DHP使用CoT方法，SocREval采用苏格拉底式方法
• 细化评估标准：Likert量表
• 应对未知偏差：通过内容随机交换，消除位置偏差影响等
• 绝对评分与相对比较：由于相对比较比绝对评分更可靠，通过局部配对比较实现全局排序

② 优化LLM的输出形式
• 提升输出形式的鲁棒性：特定格式模板（如“X: Y”）,\box{}, JSON格式等
• 增强输出的可解释性：输出评分及相关理由



3 How to improve a reliable LLM-as-a-Judge?
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2. 提升LLM能力的改进策略
① 通过元评估数据集微调模型
② 基于评估反馈的迭代优化：自动反馈(Reward Model)，人工反馈
③ 选择推理能力和指令跟随能力更强的通用模型



3 How to improve a reliable LLM-as-a-Judge?
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3. 提升LLM能力的改进策略
① 整合多次评估结果

• 多轮评估整合：对同一内容多次评估并取均值
• 多模型评估整合：由多个LLM同时评估同一内容并整合结果

② 优化随机性
• 分数平滑（Score Smoothing）：隐式概率和显式输出的加权平滑
• 自验证（Self-Verification）：通过自检筛选出稳健的评估结果。

③ 选择推理能力和指令跟随能力更强的通用模型



3 How to improve a reliable LLM-as-a-Judge?
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3 How to improve a reliable LLM-as-a-Judge?
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• LLM能力差异：GPT-4在自动评估中表现最优，开源模型中Qwen2.5-7B表现突出
• 策略有效性：多数投票策略（w/ majority@5）在缓解随机性和偏差方面最有效
• 建议在成对比较任务中采用更强大的LLM、内容位置交换和多轮多数投票策略



3 How to improve a reliable LLM-as-a-Judge?
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Although reasoning capabilities are 
considered foundational for effective 
judgment, evaluations of reasoning-focused 
LLMs like o1-mini and Gemini-thinking 
revealed that they did not outperform in 
aligning with human preferences.

Surprisingly, their performance was slightly 
inferior to GPT-4, indicating that advanced 
reasoning does not necessarily lead to better 
judgment alignment.



4 Why is LLM-as-a-Judge important?
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4 Why is LLM-as-a-Judge important?
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对创作idea的判断 对稿子质量的判断 对罪责下的裁定
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4 Why is LLM-as-a-Judge important?
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4 Why is LLM-as-a-Judge important?
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Quick Practice
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Conclusion

49

LLM-as-a-Judge is an LLM-based evaluation framework that excels in scalability and 
flexibility for tasks like scoring and rating, meeting the growing demand for efficient 
evaluation systems across various fields. However, to fully realize its potential, 
challenges related to reliability, such as consistency, bias mitigation, and contextual 
adaptability, must be addressed. 

Building a reliable LLM-as-a-Judge system requires careful design and optimization 
at various stages, including dataset creation, model fine-tuning, and standardization 
of evaluation metrics, to ensure outputs align with human standards and evaluation 
needs.

As an important AI tool, LLM-as-a-Judge is expected to see widespread use in 
academic research, industrial applications, and various societal roles in the future.



QuantAgent 
量化智能体的自我改进策略
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2.4 Evaluation Pipeline
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for Data

for Reasoning/Thinkingfor Agents

for Models
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LLM-as-a-Judge can be applied in two ways for agents: evaluating the entire process or assessing 
specific stages within the framework. As the agent's brain, LLMs can evaluate like humans, reducing 
human involvement and balancing thoroughness with effort. Additionally, agents can interact with 
environments via language and use LLM feedback to guide their actions.

Shinn, Noah, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024). 
Zhuge, Mingchen, et al. "Agent-as-a-judge: Evaluate agents with agents." arXiv preprint arXiv:2410.10934 (2024).
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